Graph Embedding Techniques Summary

Graph Embedding目前有五种主流的技术，包括矩阵分解技术，深度学习技术，边重构技术，图内核技术，以及generative model技术。

1. 矩阵分解技术

在graph embedding任务中，存在着（1）拉普拉斯特征图分解和（2）结点邻接矩阵分解两种。其**效果取决于结点间距离的计算方法以及采用何种目标函数**。

文章[85]中指出了graph embedding的总体框架，包括linearization，kernelization,tensorzation三个主要步骤，解释了一系列的降维算法，表明结点的向量表示，可以从有约束图的拉普拉斯矩阵的特征值所对应的特征向量中获取。

计算距离方面，文章【1】采用了传统的欧氏距离进行计算。【2】优化了之前由迪杰斯特拉算法计算的测地距离，用在高维空间中的欧氏距离衡量点之间的连接性，并且指出当点的邻近结点非常多或者数据存在噪声时，利用原有的方式会使得embedding结果出现很大偏差。文章【3】通过寻找Laplace Beltrami operator的最优线性逼近特征函数，获得LPP（Locality Preserving Projections）。LPP可以用于数据降维，以及寻找一个符合目前图结构的投影。进一步，文章【4】介绍了一种锚图（anchor graph），显著提升了LPP的效率。

目标函数的选择方面，文章【5】介绍了SR（Spectral Regression）模型，通过构造一种包含了带标签与不标签的knn图，采用半监督学习方法，其目标函数是LDA和LPP目标函数的线性拓展。前者关注于处理带标签集合，使得不同标签的点尽可能分离；后者关注全图数据的几何结构性质。另有文章【6】证明了，当图具有对称性质时，SR和LPP方法时等价的。文章【7】中利用聚类操作配合降维进行graph embedding，其目标函数组件包括PCA，K-means以及图的拉普拉斯正则化。另有文章认为，结点对间的关系不能直接用于图的构建，图的生成需要经过学习。如【8】中通过学习得到一个矩阵，将图中不相连的结点的距离最大化。

针对结点邻接矩阵的分解，目标函数是明确的：使得对于结点距离估计损失最小化。目标函数的解有【9】中提出的正则化高斯矩阵分解（regularized Gaussian），【10】中的添加正则项以便加强图上的约束

1. Deep Learning技术

DL技术用于graph embedding，按照是否采用随机游走技术采样进行分类。

DeepWalk【11】首次引入深度学习技术，通过模拟流式的短距离随机游走，学习图中结点的social representation，可以捕获到邻居的相似性以及community membership;并且可以捕获到人类语言的语义和句法结构，进行逻辑类比等。随机游走的方式就是从一个随结点出发，随机选择它的一个邻居，以此类推，形成一个结点序列。当图发生变化，我们只需要更改一些random walks，重新表征这个图，设计出的算法应该是亚线性的。文章node2vec【12】提出了一种服从指定分布的随机游走策略：给定出发点和游走长度，从当前点出发，下一节点的选择服从由转移概率和标准化参数构成的分布。进一步考虑了网络结构和搜索不同的邻域后，增加了两个参数对于随机游走的方式进行了约束：当我们选择出继续游走的下一节点后，计算在访问结点的可能性，尽量保证在两步内采样已访问过的节点的可能性比较低，避免拘于拘束。另一个参数用于表征我们的随机游走和BFS或者DFS的相似程度，但是可以保证时空复杂度优于前面二者

对于不采用random walk采样策略作为核心的DL技术，有相当一部分采取在同构图中对于大小可变的子图进行建模的方式。例如，文章【13】中提出的struct2vec，考虑到一些场景下，两个不是近邻的顶点也可能拥有很高的相似性，而诸如deepwalk，node2vec等方法难以捕捉到。主要思想是1.忽略节点和边缘属性以及它们在网络中的位置来评估节点之间的结构相似性；2.建立层次结构来度量节点在不同尺度上的结构相似性，允许对结构相似的含义有更加严格的概念；3.为结点生成随机上下文，这些结点是通过加权有偏随机游走遍历一个多层图观察到的结构相似的节点序列。进一步GraphSAGE【14】在原有的GCN【15】基础上，改变了GCN难以支持动态结点embedding计算的困难（因为需要重新训练），转而直接学习一种节点的表示方法。去学习一个节点的信息是怎么通过其邻居节点的特征聚合而来的。 学习到了这样的“聚合函数”，而本身就已知各个节点的特征和邻居关系，就可以很方便地得到一个新节点的表示了。

另一种方式是在异构图的不同类型的结点之间，采用interaction的学习方式，具有较高的可拓展性。文章【16】对知识图谱中的多元关系数据进行建模，在不引入额外知识的情况下，高效的实现知识补全，关系预测。模型包含数量较少的参数，并且可以扩展到非常大的知识库。核心思想是关系作为向量空间转变的桥梁：如果三元组(h,l,t)成立，则头实体embedding和关系embedding相加约等于尾实体的embedding。利用空间传递不变性，找到一个实体和向量空间，使得整关系三元组之间的势能差值最小。

1. Edge reconstruction

一个好的embedding应当能够在图中重构某些边，并且最大化的保留我们原有的能观测到的边。于是，现有的工作中引入了第一相似度（first-order proximity）和第二相似度(second-order proximity)，通过将这种相似性最大化来学习embedding。进而，针对每种相似性，设计了许多不同的目标函数。文章【17】采用一阶相似性，最大化点之间距离，但是并未将点划分为不同的种类。文章【18】将任务划分成事件event和对象object。其中事件利用超边表示，每条超边包含的点就是事件中涉及的对象，对象允许由多种不同的类型。进而，设计的目标函数中，对于单个事件：包括超边权重（衡量事件内容重要性），包含的对象子集，基于事件的约束以及对应的指标函数。当任务涵盖多个事件，将上述函数求和即可。文章【19】引入了三种图相关的内容去学习embedding，包括邻居内容，边内容，路径内容（利用到了随机游走），从不同方面表示了图相关的知识。最终的目标函数是上述三个方面的目标函数的加权和，然后设置学习策略学习这些参数。在学习方面，引入了注意力机制，学习不同顶点或边的代表能力。

文章【20】针对社交网络的图，关注用户和兴趣，物品的关系。目前该领域的研究都有着共同的前提，即：相似的用户有着相似的兴趣趋向。然而，该文指出，这个条件过强，因为社交网络不一定是根据相同的兴趣构建的。为了避免过度强调用户相似性，我们在一个结点和他的邻近结点间加入一个虚拟公共结点。在目标函数的计算上，将常见的两种相似加权求和，并用SGD学习参数。

也有研究将排序损失（ranking loss）和目标放在一起进行优化，以便表示更多的信息。文章【21】提出了在语义空间进行投影的模型（SSP）。在知识图谱原有的三元组表示上，同时利用结点的文本描述，分析语义相关性，提供了精确的语义性的embedding。通过这种方式，只要计算L2范数投影到语义空间后的损失（足够小），我们可以鉴别三元组的真实性（成立）。文章【22】对于实体和关系分别进行embedding，提出了解决跨语言问题的方法，使图的逻辑更加清晰合理。文章【23】提出利用推理的方法，将这种类比结构结合到目标函数中，改善多关系的嵌入问题。
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